
1. INTRODUCTION
In the digital era, the data is one of the components 
that are important in decision making. Data must 
be processed first so that it can be understood by 
the recipient data. The results of data processing 
is called information. Later this information to be 
used as a benchmark by a person, institution or 
company in decision making.

The increasing number of population and the 
existing technology, the amount of data is also 
growing and the information can be obtained 
from such data is becoming more diverse. 
Indonesia is one country with the highest 
number of inhabitants in the world. Most of the 
Indonesian population lives on the island of Java 
and Jakarta as the capital of Indonesia has a high 
population density.

Jakarta is one of the provinces in Indonesia which 
is the business center so that residents have a very 
diverse professions. The diversity of professions 
people living in Jakarta as well as administration 
areas were divided into six regions, create jobs 
data people living in Jakarta must be treated to 
information about the distribution of occupations 
by region of residence can be obtained.

Based on these descriptions, will be the 
classification of areas in Jakarta based on the 
type of work with comparative several methods 
of classification.

2. PLATFORM THEORY
2.1 Definition of K-Nearest Neighbor Method

K-nearest neighbors or KNN is an algorithm that 
functions to classify a data based on learning data 
(train data sets), which are taken from k nearest 
neighbors (nearest neighbors). With k is the 
number of nearest neighbors.

Following are some formulas used in the KNN 
algorithm :

a. Euclidean Distance
Euclidean distance is a formula for finding the 
distance between 2 points in two-dimensional 
space. 

b.Hamming Distance
Hamming distance is a way to find the distance 
between two points calculated by the length of 
the binary vector formed by these two points in 
the binary code block.

c.Manhattan Distance
Manhattan Distance or Taxicab Geometry is 
a formula for finding the distance d between 2 
vectors p, q in the n dimensional space.

d.Minkowski Distance
Minkowski distance is a formula for measuring 
between 2 points in a normal vector space which 
is a hybridization that generalizes euclidean 
distance and mahattan distance.

2.2. Definition of Linear Discriminant Analysis 
Method
Linear Discriminant Analysis (LDA) is one 
of the methods used to group data into several 
classes. Determination of grouping is based on 
the boundary line (straight line) obtained from 
the linear equation. 

3. RESULTS AND DISCUSSION
a. Data
Data were obtained from Jakarta Open Data, 
Jakarta Open Data is a website that provides 
the dataset associated with the data contents in 
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Jakarta. The data obtained is the data in 2014. The data has 
a format (.csv) with a total of 267 rows and 95 columns, and 
the size of 86 kb. Here is a view of the data to be used for 
processing.

Figure 1: Dataset

b. Device
Processing is done using the programming language Python 
3.7.3 (based on anaconda) and the text editor of Visual Studio 
Code with python interpreter, as already mentioned.

Figure 2: Device

c. Modeling
Data processing method used is the classification. 
Classification method has several algorithms for processing. 
Data processing was performed using K-Nearest Neighbor and 
Linear Discriminant Analysist. Many modeling performed to 
determine the ratio between the model and get the best data 
accuracy of some types of modeling. The accuracy of the data 
that will either maximize data processing is done.

d: Data visualization

Figure 3: Data Visualization

3.2 Implementation Method
The method used are K-Nearest Neighbor and Linear 
Discriminant Analysis.

a. K-Nearest Neighbor
Supervised learning algorithm in which the results of the new 
instance are classified based on the majority of the k-neighbor 
closest categories. The model used uses the default k-nearest 
neighboors parameter in python. Next, the fitting process is 
carried out on the model using the x train and y train parameters. 
The results of the modeling process using k-nearest neighbors 
produce an accuracy value of 59% for the training set and 32% 
for the testing set with the value of the confusion matrix as 
follows: 

[[ 9  4  5  2  0  0]
[ 6  2  5  3  1  0]
[ 4  5  8  6  0  0]
[ 7  2  4 15  0  0]
[ 6  0  5  4  0  0]
[ 0  0  4  0  0  0]]

Confusion matrix can be used to produce the following 
classification evaluations:

Visualization of the comparison of actual and predictive labels 
is shown in the following pictures:
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Figure 5: Visualization of Comparation K-Nearest 
Neighbor Methods

b. Linear Discriminant Analysis
Linear Discriminant Analysis (LDA) is general pattern 
recognition to find linear combinations of features that 
characterize or separate two or more classes of objects or events. 
The resulting combination can be used as a linear classification. 
The model used uses the default linear discriminat analysis 
parameter in python. Next, the fitting process is carried out on 
the model using the x train and y train parameters. The results 
of the modeling process using k-nearest neighbors produce 
an accuracy value of 59% for the training set and 32% for the 
testing set with the value of the confusion matrix as follows: 

[[ 7  3  8  2  0  0]
[ 0 10  4  2  1  0]
[ 1  0 15  7  0  0]
[ 2  3  9 13  1  0]
[ 4  1  0  2  8  0]
[ 0  0  4  0  0  0]]

Confusion matrix can be used to generate the evaluation of the 
following classifications:

Visualization label comparison of actual and predicted label 
shown in the following:

Figure 6: Visualization of Comparation Linear 
Discriminant Analysis Method

Comparison of K-Nearest Neighbor and Linear Discriminant 
Analysis methods that have been done can be seen in the 
following table:

No. Method accuracy
training testing

1 K-Nearest 
Neighbor

59% 32%

2 Linear 
Discriminant 
Analysis

57% 50%

Table 2: Comparison of Accuracy of Method

4. CONCLUSION
Based on the results of several methods can be concluded that:

1. The method is good enough Linear Discriminant Analysis 
testing which resulted in an accuracy of 50% means that a 
predictive model has been pretty good.

2. Distribution of the work that most of the field work is 
not work (yet / Not Working, Taking Care of Household, 
Student / Students and Pensioners) and is located in West 
Jakarta. 
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